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Is Al already better than humans?



?

Board games

v’ better than the best
human players

(AlphaGo Zero, 2017)



Photorealistic art?

v better than most humans

(Stable Diffusion, 2022)
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Environment
Interaction?







Environment
Interaction?

...With a bit of luck
and some help

(Boston Dynamics, 2024)



 No human input needed
* Unsupervised learning

 No GPU required
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Current Al/ML solutions usually
fall In open world environments




Issues
Embodied Al

 Open vocabulary object detection
* \World representation

e Spatial reasoning

e Action planning

* Sim-to-real gap

e ...and many more



Active visual exploration

Toward human-like scene understanding






Active Visual Exploration

Embodied computer vision

Task:

» actively point sensors towards
Important objects

Goals:
» faster scene understanding

* Improved power efficiency

Instructions

T

+

L |

~ Sensors

Image captures




Our research progress

2D

Stationary agent Stationary agent Free movement
pan/tilt camera pan/tilt/zoom camera
+ object occlusion

- grid game + grid free



One year ago:

Active Visual Exploration Based
on Attention-Map Entropy

Adam Pardyl, Grzegorz Rypesc, Grzegorz Kurzejamski,

Bartosz Zielinski and Tomasz Trzcinski
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Masked ' i PR~

AUtoenCOder f . j . encoder — _,EE"E‘E
He, Kaiming, et al. "Masked . s NEEEE

target

autoencoders are scalable
vision learners." (CVPR 2022)




Input patches
P1 P2 P3

Attention-map
entropy

Image divided

into 4 patches Shannon's entropy H;

on rows of A

Attention map A




Active Visual Exploration based on Attention-Map Entropy
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In practice

Example image reconstruction

A) 1 ) 3 4 5 6 7 S
B)
TRUTH

Ve e R O SR

Figure 4: Glimpse-based reconstruction step-by-step: The figure shows a glimpse selection process based on AME for 8 x 32 glimpses
for a sample 256 X 128 image. The rows correspond to A) step number, B) model input (glimpses), C) model prediction given, D) decoder
attention entropy (known areas are explicitly set to zero). The algorithm explores the image 1n places where the reconstruction result 1s blurry.




Beyond Grids: Exploring Elastic
Input Sampling for Vision
Transformers

Adam Pardyl, Grzegorz Kurzejamski, Jan Olszewski,
Tomasz Trzcinski and Bartosz Zielinski
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Elastic sampling

GRID
SAMPLING

ELASTIC
SAMPLING

SAMPLING
SELECTION

EXTRACTED
PATCHES
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Re-think vision transformers

Vision Transformer (ViT)

Dosovitskiy, Alexey, et al. "An Image is Worth 16x16
Transformer Encoder Words: Transformers for Image Recognition at
Scale." (ICLR 2020)
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Grid-free transformer

Standard ViT

Elastic ViT (ours)

Patch sampling

Fixed grid

Arbitrary patch positions
and scales

Positional embedding

1D learned

4D sine-cosine

(up-left & low-right corner
relative positions in cont.
space)

Training regime

Standard augmentations,
MixUp, CutMix

Random sampled patches,
MixUp, PatchMix (ours)



Adaptive sampling
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» AdaGlimpse

Dog: 83% v +—

» AdaGlimpse
Sheep: 15% X €+—
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Architecture
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224 x 224

capturing glimpse
of variable scale

patches (@t)
+ coords (6})

./

action (a4 ) = position and scale
of the next glimpse

l

RL agent <\t =Li1—ILy)

encoder

./
patch

importance

v

task loss
(H) > (L¢) N ground truth
or distilled label

(It) l

reward




In practice
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40.7%

Less observations needed for ImageNet-1k classification
compared to the best baseline




Reconstruction examples (6.12% of scene visible)

RECONSTRUCTION IMAGE RECONSTRUCTION




Step-by-step
reconstruction (6.12%
of scene visible)

A) Location B) Visible C) Output

A) Location B) Visible C) Output
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62.5%

Less observations needed for MS COCO reconstruction
compared to the best baseline




Performance by percentage of image pixels observed

Root-mean-square error
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Average glimpse image

ImageNet-1k reconstruction, 16x16 glimpses

ImageNet-1k classification, 32x32 glimpses
avg. 1 2 3 4 5 6 7 8

- consistent with ImageNet center bias




Next step (work in progress):

Where to look next 3.0

Adam Pardyl, Dominik Matuszek, Maciej Wotczyk, Marek Cygan and Bartosz Zielinski



ation benchmark

3D Active Visual Explor

Based on Unreal Engine 5

 Free camera movement in 3D space
 Photorealistic simulation
* Procedural scenario generation

e Both urban and nature scenarios for
object localisation




Vision-language models for exploration

ocate a yellow pickup
truck parked

somewhere in a Tkm*2 _

View:{{encoded image}}

Action: Move 50m north




Example I: The good

Fly to a yellow pickup truck, GPT-40 baseline

GPT-40: <Reasoning>The yellow pickup truck
IS just slightly north of my current position. Il

move a little north to get directly above it.</
Reasoning>

<Action>MOVE NORTH 7</Action>




Example I: The good

Fly to a yellow pickup truck, GPT-40 baseline

GPT-40: <Reasoning>l am directly above the
vellow pickup truck and as close as
possible.Task complete.</Reasoning>

<Action>DONE</Action>




Example II: The bad

Fly to a yellow pickup truck, GPT-40 baseline

'(-zz.'22) “(-7, 22) '(7.225'[ "(22 22) GPT‘4O <ReaSOn|ng>The ye”OW pICkup tFUCk

IS now visible near (-22, -22) below my
current position. | need to move down to get
closer.</Reasoning>

<Action>MOVE DOWN 20</Action>

- - ® ®
(-22, :22) (Te22) 4 (7, -22) (22 -22)
2 “ WAl .




Example II: The bad

Fly to a yellow pickup truck, GPT-40 baseline

GPT-40: <Reasoning>The yellow pickup truck
IS directly below me near (-22, -22). | will

move down to get as close as possible.</
Reasoning>

<Action>MOVE DOWN 15</Action>




Example II: The bad

Fly to a yellow pickup truck, GPT-40 baseline

GPT-40: DONE




Example lll: The strange
Fly to a yellow pickup truck, GPT-40 baseline

GPT-40: <Reasoning>The yellow markings
on the road could potentially obscure a yellow
vehicle. To gain a better view of the area and
identify the yellow pickup, | will move EAST to
explore the grid more thoroughly.</
Reasoning>

<Action>MOVE EAST 6</Action>




Challenges

Vision-language exploration

o Standard VLMs struggle with 3D spatial reasoning

e Tested on GPT-40, LLaVa-v1.6 and InternVL-8B
* Representing multi-step exploration for a VLM is not trivial

* Open source VLMs often have issues with multiple images in context
* VLM models are currently too slow for UAV/robotic hardware

* Out of scope of this project
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Paper available at:

(+ refe rence S) AdaGlimpse: Active Visual Exploration with

Arbitrary Glimpse Position and Scale

Adam Pardyl!?3, Michal Wronka?, Maciej Wolczyk!, Kamil Adamczewski!,
Tomasz Trzcinski*?, and Bartosz Zieliriski':?

! IDEAS NCBR
{adam.pardyl, maciej.wolczyk, kamil.adamczewski,
tomasz.trzcinski, bartosz.zielinski}@ideas-ncbr.pl
2 Jagiellonian University, Faculty of Mathematics and Computer Science
michal.wronka@student.uj.edu.pl
3 Jagiellonian University, Doctoral School of Exact and Natural Sciences
4 Warsaw University of Technology

Abstract. Active Visual Exploration (AVE) is a task that involves dy-
namically selecting observations (glimpses), which is critical to facilitate
comprehension and navigation within an environment. While modern
AVE methods have demonstrated impressive performance, they are con-
strained to fixed-scale glimpses from rigid grids. In contrast, existing
mobile platforms equipped with optical zoom capabilities can capture
glimpses of arbitrary positions and scales. To address this gap between
software and hardware capabilities, we introduce AdaGlimpse. It uses
Soft Actor-Critic, a reinforcement learning algorithm tailored for explo-
ration tasks, to select glimpses of arbitrary position and scale. This ap-
proach enables our model to rapidly establish a general awareness of the
environment before zooming in for detailed analysis. Experimental re-
sults demonstrate that AdaGlimpse surpasses previous methods across
various visual tasks while maintaining greater applicability in realistic
AVE scenarios.

Keywords: Active visual exploration - Vision transformers - Reinforce-
ment learning

1 Introduction

Common machine learning solutions for computer vision tasks, such as classifica-
tion, segmentation, or scene understanding, usually presume access to complete
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AdaGlimpse: Active Visual Exploration
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Adam Pardyl
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Marcin Przewiezlikowski




